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The GenAI-Fueled Threat Landscape
A Dark Web Report by the Transmit Security Research Lab

Executive Summary
Months after OpenAI released ChatGPT in late 2022, blackhat AI platforms such as 
FraudGPT were discovered on the dark web. These services increase the volume, velocity 
and variety of attacks by providing subscription-based access to generative AI services 
without the content restrictions of their legitimate counterparts.

In this report, we present trends that the Transmit Security Research Lab observed on the 
dark web following the advent of generative AI (GenAI) and the impact of these trends on 
customer identity security. More importantly, we present what you can do to mitigate the 
new breed of threats — from malicious code to deepfakes — fueled by GenAI.
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Key Findings
Generative AI services accelerate the sale of enterprises’ validated 
consumer accounts on the dark web by helping fraudsters locate 
vulnerabilities, create configuration (config) files, scale attacks and 
perform other tasks.

1

Tools built on top of GenAI automate pentesting, which expedites and 
simplifies corporate recon on enterprise vulnerabilities and provides 
step-by-step instructions for getting around security layers.

2

Configs used to validate accounts sell for anywhere from $6-400 USD, 
with high-end configs capable of validating up to 500 user credentials 
per minute and include as many as 1000 high-end proxies.

3

Blackhat AI services are bundled with Remote Desktop Protocols (RDPs), 
credit card checkers and other tools to streamline the creation of attacks, 
enhance their impact and evade dection. These tools can be purchased 
with custom features for $2200 or with the source code for $428.

4

Real or synthetic data can be quickly generated with GenAI to create 
phony accounts that are difficult to detect. Accounts may be aged 
with 8+ years of order history to make them appear legitimate.

5

The creation of fake IDs that allow fraudsters to pass step-up 
challenges is also aided by the use of GenAI tools, which make fake 
IDs harder to detect and capable of circumventing liveness checks.

6

Video and voice deepfakes are being used to lure more victims to fall 
for scams. And in call centers, voice cloning is being used to dupe 
voice authentication systems.

7

24/7 escrow services and verified purchase reviews are commonly 
provided alongside dark web products. Seller ratings are as high as 
4.99/5 stars — assuring purchasers the products work as advertised.

8
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Recommendations
To protect against the growing volume, velocity and variety of highly-deceptive threats, 
enterprise identity, security and fraud teams should do the following:

Deploy phishing-resistant authentication and risk-based authentication 
to dynamically administer step-ups based on anomalies in individual 
user behavior. Additionally, as GenAI tools facilitate vulnerability 
scanning, security gaps in strong authentication methods such as 
passkeys should be protected across their entire lifecycle.

1

Introduce fraud solutions that replace static rules and algorithms 
with context-aware AI-driven services capable of detecting new and 
emerging MOs (modus operandi), paired with orchestration tools that 
can improve risk and trust decisioning and accelerate the creation of 
new security rules.

2

Leverage offline analysis tools to help analysts quickly identify 
and take action on fraud rings and large-scale attacks. New GenAI 
analytics can immediately spot trends, anomalies and weak points, 
making sense of event logs and large datasets.

3

Expand and consolidate detection to include a broader range of 
detection methods in order to prevent fraud and scams. Customer 
identity and access management (CIAM) should be unified with anti-
fraud and identity verification to remove data silos, security gaps and 
complexity that hinder protection from evasive threats and fraud.

4

Employ an AI-based identity-first approach to securing APIs used 
for registration, login and transactions, allowing teams to see the 
connection between fraud and the API-based attacks that often 
enable them.

6

Implement risk-aware identity verification that utilizes threat 
intelligence to improve the detection of today's sophisticated fake 
IDs and presentation attacks. Due to an expected increase in account 
opening fraud and account recovery fraud, identity verification should 
be an integral part of securing the full customer identity lifecycle.

5

Deploy fraud detection that looks for strong indicators of automated 
tools like OpenBullet by checking IP/proxy reputation, device 
reputation and behavioral anomalies.

7
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Part I: GenAI Threat Innovation
Dark web intelligence and consumer fraud
In 2023, data breaches set a new yearly record.1 For many businesses, this likely comes 
as no surprise. What may be shocking is that even for enterprises that haven’t suffered 
a recent breach, mass quantities of their customers’ accounts are listed for sale at this 
moment on the dark web.

The sale of compromised accounts is big business for fraudsters, and the dark web 
provides ready access to them through a supply chain of multiple threat actors who gather 
information and craft specialized attack tools custom-made to evade the protections of 
their targets, with accounts from large, global brands yielding the best return on investment.

Now, with the advent of blackhat AI tools, such as FraudGPT, WormGTP, XXXGPT 
and DarkBARD, the bar to entry is even lower. GenAI accelerates the supply chain for 
compromised accounts by helping fraudsters identify vulnerabilities, write attacks that 
exploit these vulnerabilities, automate attacks and perform other tasks.

A complex and evolving ecosystem
Fraudsters on the dark web are far from homogenous; instead, they can be thought of 
as a complex ecosystem of users, each with their own area of speciality. With regard to 
stolen accounts, these threat actors can be broadly divided into three key personas.

Supply chain: Specialized fraudsters use technical skills or social engineering to 
gain corporate recon on enterprise vulnerabilities, security layers, and the data 
that is collected on users to develop config files, malware and other tools used 
in account takeover (ATO).

Fraud tools: Other fraudsters purchase and operate tools sold on the dark web 
in order to compromise customer accounts or create fraudulent new accounts. 
This often includes using specific config files, alongside automation tools like 
OpenBullet2 to quickly validate customer credentials or scrape credit card data.

Monetization: The third type of fraudster buys access to compromised accounts 
using stolen credentials or cookies and monetizes them by transferring money 
from compromised accounts to fraudulent ones and cashing out via fintech 
apps. In other cases, they purchase retail goods using account credits or cards 
sold on the dark web.

Taken together, these three types of threat actors form an attack chain that presents an 
increasingly urgent threat to enterprises by lowering the bar for new, highly-targeted fraud 
MOs that cannot be blocked by traditional fraud solutions.
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GenAI fuels the supply chain
Although GenAI tools like ChatGPT are built with guardrails to prevent their use for 
malicious activities, similar products on the dark web, such as FraudGPT and WormGPT, 
are being sold as subscription-based services — without these safety features.

Find 
vulnerabilities

Develop 
attack tools

Automate 
attacks

Monetize 
accounts

Fig. 1: A Telegram post providing background information about WormGPT for fraudsters

The Dark Web Supply Chain

These fraud tools along with legitimate GenAI tools enable fraudsters to accelerate and 
scale activities within the dark web ecosystem through a variety of capabilities that assist 
each type of fraudster.
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Supply chain: GenAI tools can scour open-source information and leaked 
databases to gather recon on enterprise vulnerabilities such as unpatched 
software, misconfigured servers or exposed credentials. They can also 
generate code to construct config files that target these vulnerabilities and 
evade security measures.

Fraud tools: GenAI can provide instructions and code for automating attacks, 
aggregate breach repositories for leaked customer credentials and increase 
the value of accounts for sale by aiding in the creation of synthetic IDs used for 
account fraud.

Monetization: GenAI tools can advise fraudsters on techniques that can be used 
with phony accounts to hide their tracks when making fraudulent payments.

API vulnerabilities pose special risks
Among the many ways in which fraudsters automate attacks, one of the most cost-
effective is to target APIs directly. This is in part due to the fact that many APIs are open-
source, enabling attackers to reverse-engineer APIs from public documentation in order to 
gain access to them. In addition, protecting against API attacks across the identity lifecycle 
can be challenging due to the difficulty of discovery, complexity of access control and 
silos between disparate anti-fraud tools, API security and customer identity management.

Configuration files may exploit both server-side (API-direct) and browser-based 
vulnerabilities, as attackers typically target the lowest-hanging fruit to ensure their 
success. OpenBullet can also run selenium scripts (used commonly for web testing) and 
automated browsers in between API-direct requests, so the attack vector may vary from 
site to site.

Most of the config files our researchers found on the dark web are API-based, targeting 
various stages of the customer identity lifecycle.

Registration APIs: Fraudsters target these APIs to create phony accounts used 
for points fraud, loan fraud or other malicious purposes. Certain config files give 
malicious bots the ability to pass CAPTCHA tests and can distribute requests 
among a list of IP addresses to evade velocity checks.

Authentication APIs: Vulnerabilities in authentication API endpoints let 
fraudsters systematically test user credential combinations to see which ones 
are successful, leveraging the massive scale of the REST API mechanism to 
answer requests quickly without any sophisticated logic.

Transaction APIs: Fraudsters exploit vulnerabilities in transaction APIs to make 
small, inconspicuous transactions using a stolen credit card, which enables them 
to validate whether it is active without triggering fraud alerts. Config files enable 
the automation of this process, with parameters that can be used to minimize 
the risk of triggering fraud detection mechanisms.

https://transmitsecurity.com/blog/use-cases-and-challenges-of-api-security
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Typically, if a company's accounts are for sale, it's just the tip of the iceberg, and their 
account takeover issue is out of control. However, as Transmit Security researchers 
found, such accounts are currently being marketed online for some of the world’s largest 
enterprises in a number of verticals — despite the fact that such enterprises are often 
protected by multiple fraud solutions.

Deepfakes escalate the threat of scams
In addition to fueling the sale of consumer accounts and dark web activities, GenAI 
presents other customer identity risks, especially as commercial AI tools make it possible 
for anyone to create realistic deepfake videos, images and voice recordings.

As we discuss in Part II, deepfake images are used in the creation of synthetic faces for 
fraudulent IDs, but the potential for abuse doesn’t stop there. Video deepfakes could be 
used to pass sophisticated liveness tests for fraudsters peddling fake IDs, while voice 
cloning tools are contributing to a rise in scams and being used to circumvent voice 
authentication.

Following the introduction of GenAI-based voice-cloning tools such as ElevenLabs and 
VALL-E and text-to-video generators like Synthesia and Lumen5, fraud that leveraged 
deepfake technology heavily increased. By April 2023, one-third of global businesses had 
already been hit by voice and video deepfake fraud,3 which has increased by 3000% since 
2022.4

These tools enable fraudsters to pose as trusted contacts in order to gain access to 
sensitive information or login credentials, pass voice authentication systems by gaining 
samples of the victim’s voice or convince victims to authorize payments on the fraudsters’ 
behalf, as is the case with authorized push payment (APP) fraud. As a result of this 
increase, regulators in the UK and US will begin to reimburse or return funds to APP fraud 
victims starting in 2024 and 2025, respectively.

Considering that financial companies are increasingly being held responsible for the 
fraudulent charges related to these highly-deceptive social engineering scams, it’s crucial 
that enterprises uplevel their fraud prevention capabilities to fight back against new 
threats related to deepfakes, APP fraud and voice cloning.

https://transmitsecurity.com/blog/how-fraudsters-leverage-ai-and-deepfakes-for-identity-fraud
https://transmitsecurity.com/blog/voice-authentication-will-not-survive-the-rise-of-generative-ai
https://transmitsecurity.com/blog/voice-authentication-will-not-survive-the-rise-of-generative-ai
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Part II: Examples and Evidence
Blackhat platforms
Fraudsters use various platforms to sell accounts, credentials or configs, taking advantage 
of the dark web, gray web, online forums, social media and other underground channels to 
share stolen or illicitly gained information and profit from it.

Popular platforms for selling accounts or promoting account sale in 2023 include:

 ▪ Instant message apps: Often featuring end-to-end encryption to prevent tracing

 ▪ Telegram: Uses channels and groups related to specific topics and is often favored by 
fraudsters for its built-in encryption and low barrier to entry

 ▪ Discord: Features invite-only servers dedicated to specific topics, often employing 
nondescript backup servers to ensure continuity even if the main server is shut down

 ▪ Marketplaces: Includes online stores such as Shellix, BlackBet and atshop

 ▪ Forums: Used to share links where accounts can be purchased and may be accessed 
on an invite-only basis

 ▪ Social media: Most frequently Twitter and Reddit, including subreddits that bypass 
moderation by operating under the guise of cybersecurity discussion

The range of forums used to exchange this information illustrate the impossibility of 
shutting down communication between fraudsters. As noted in the 2023 Dark Web 
Price Index,5 the increase in major dark web marketplaces that have been shut down by 
law enforcement. Complicating matters is the increasing in sales because smaller sites 
continually arise to take their place.

In addition, platforms such as Telegram and Discord are often invite-only, and IMs are 
increasingly used to sell and exchange information used for fraud, making access more 
difficult for law enforcement. Complicating matters is the increasing ease with which GenAI 
enables fraudsters to quickly find new threats, vulnerabilities, PII and recon information.

Fraudster recon evidence
Telegram and other dark web platforms provide a multitude of examples with instructions and 
settings used to carry out attacks and other fraudulent activities that target specific online 
services and platforms. Attack instructions may include recon evidence of the protections in 
place on targeted sites that will need to be circumvented in order to successfully gain access 
to accounts.

On the next page, you'll see Telegram posts of a popular bot, revealing test results for a major 
airline and a leading global retailer, providing a glimpse into the sites’ security and protection 
layers, such as Canvas fingerprinting, Akamai, reCAPTCHA and generic bot protection.
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This knowledge can be used to create bypasses that perform reCAPTCHA tests and 
use evasive techniques to get around bot and fingerprinting protection, which can be 
accelerated through the use of GenAI. This includes the use of distributed IPs — which 
FraudGPT can aggregate, filter for relevance and suggest strategies for improving their 
efficacy. They also use device emulators to disguise a single automated attack as a 
multitude of users logging in from different locations and devices.

GenAI tools can also be used to help fraudsters learn how to identify enterprise 
vulnerabilities. This not only includes dark AI tools like FraudGPT, but legitimate GenAI 
services, such as ChatGPT, which have built-in protections against malicious behavior.

For example, although ChatGPT’s protections prevent users from directly querying the 
service on how to identify insecure API endpoints, the service can still aggregate publicly 
listed vulnerabilities of software stacks, which would not overtly be considered malicious.

Fig. 2: Recon showing the security layers of multiple enterprises

Fig. 3: Excerpt from an aggregated list of up-to-date API vulnerabilities compiled by ChatGPT 
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In addition to using GenAI services to expedite information gathering, fraudsters can 
circumvent the service’s protections against malicious behavior through the use of 
jailbreak prompts or queries that provide a context in which large language models (LLMs) 
will interpret a malicious request as harmless, such as roleplaying, stress-testing the 
model or security research.

Such prompts are shared not only on the dark web but the open web and social media 
outlets like Reddit, as shown below.

Fig. 4: Google search for ChatGPT jailbreak prompts

Legitimate pentesting tools built on top of GenAI, such as PentestGPT, also hold potential 
for abuse. Although these tools were developed to aid security teams and ethical hackers, 
they could also be used by hackers to gain step-by-step instructions on how to conduct 
recon, using specific examples of IPs and open ports, and automating the information 
gathering process.
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While the above example applies to an ethical hacking challenge, these capabilities 
could be leveraged for blackhat hacking to gain corporate recon, as the tool requires no 
concrete information of the user’s permissions to complete pentesting.

Fig. 5: Step-by-step instructions for ethical hacking via PentestGPT

Fig. 6: PentestGPT transcript illustrating the lack of pentesting restrictions

Once recon information has been gained about application or API vulnerabilities, it could 
be used by more adept hackers to design a config file that can bypass the security layers 
employed by the site — saving them time in testing the site’s security layers themselves.

As a result, even strong, multilayered security systems could easily be evaded by exploiting 
vulnerabilities, gaps between siloed fraud detection systems or a lack of end-to-end visibility 
between fraud detection and API security systems. And, as we’ll see later in this paper, these 
hard-to-detect threats are increasingly becoming the norm — not the exception.
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Configs for bots
Configs purchased by fraudsters typically take the form of a plain text script that, once 
purchased, can be run using automation frameworks to enable large-scale attacks, such 
as account takeovers, credential stuffing and carding. Most of the configs our researchers 
have seen are login API attacks used for mass validation of known combo files which 
contain a list of usernames, usually email addresses, and associated passwords.

Creating scripts to automate credential validation is an increasingly simple task for 
fraudsters, as GenAI pentesting tools enable fraudsters to write initial scripts, then ask 
follow-up questions to adapt the code along the way, as seen in the following examples.

Fig. 7: Excerpt of malicious code generated by a GenAI pentesting tool to verify customer credentials
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The researcher was also able to generate more evasive code with additional prompting. 
An excerpt of the conversation is shown below.

Fig. 8: Additional tips and an excerpt of malicious code adapted by GenAI to be more evasive

Armed with configs, combo lists, and either high-end or readily available proxy lists, 
fraudsters can use tools like OpenBullet or SilverBullet to run and scale evasive attacks 
that will automatically test the authentication credentials included in the combo lists using 
the specified IPs to distribute the attack. This allows them to circumvent rate-limiting and 
other velocity checks while gaining access to stats and logs providing the number of hits 
(i.e. successful attacks), fails, errors, CAPTCHA requests and success rates for proxies.

A screenshot on the next page shows a job from one of the world's largest cryptocurrency 
exchanges, which returned a list of over 100 valid accounts on the targeted site (111 hits). 
By returning a list of banned proxies, fraudsters can eliminate them from usage in the 
future, adapting their tactics to further prevent raising suspicion during login.
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Fig. 9: Screenshot of an OpenBullet job returning valid cryptocurrency accounts with banned proxies

With over 100 clicks per minute (CPM), thousands of credentials can be checked in a 
matter of minutes to return a list of valid login credentials. Such jobs can also capture 
information, such as credit card numbers, which can be tested for validity, mileage points, 
whether accounts are free or premium and other data.

In the example below, a Telegram post advertises config files for a wide variety of 
enterprises, which can be bundled with additional resources. This includes combo lists 
of usernames and passwords leaked in database breaches and account checkers that 
automatically verify whether accounts are valid. The seller also advertises the sale of 
custom configs — new, bespoke files that cannot be found elsewhere on the web — 
enabling novel attack patterns against these enterprises.

Fig. 10: Config files for multiple enterprises, including custom orders
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The next example provides SilverBullet config files to target a leading real estate 
marketplace with additional capabilities that improve the scale and success rate of 
attacks. This includes a high CPM, or clicks per minute — meaning the file can operate the 
script on a high number of instances simultaneously — and offers the ability to not only 
return the outcome of login credentials used in the attack but capture identifiers such as 
credit card numbers and reward points.

Fig. 11: Silverbullet config files for a popular real estate platform with value-added features

In addition, sellers may showcase the value of their offerings with information that clarifies 
which tools can be used in the attack. For example, the inclusion of “proxy” in the example 
above signals that it does not require the use of high-end IPs that are harder and more 
expensive to obtain, as well as harder to detect.

Accounts for sale
As discussed in the “forums” section, fraudsters have a variety of outlets for confidentially 
buying and selling valid and compromised accounts, such as dark marketplaces, Telegram 
and restricted group chats run by fraudsters that operate the bots and automated tools 
that are often used for account takeover purposes.

On the next page, you can see bank accounts for sale on a marketplace called BlackBet, 
where fraudsters can easily navigate to different tabs to find bank and payment service 
accounts, user PII ("Personal Info," shown in the left nav), shell scripts used in attacks, 
user IDs ("Real Documents"), and even ways to submit requests ("Wishes") for specific 
information, tools or accounts for targeted attacks.
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Fig. 12: Accounts for sale on BlackBet with additional tabs for other services

Buying accounts at a fraction of what they’re worth allows fraudsters to gain a high return 
on investment — for example, purchasing cryptocurrency accounts for less than a tenth of 
their monetary value, as shown below.

Fig. 13: Cryptocurrency accounts for sale at a fraction of their worth

Compromised telecom accounts, which enable device takeover, SIM swapping and other 
sophisticated attacks, can be obtained for pennies on the dark web, resulting in a rise 
in SIM-based attacks that have led to new legislation in countries around the world to 
regulate identity security in the Telco sector.6

In the marketplace listing shown on the next page, fraudsters can pay for compromised 
cellular accounts with cryptocurrency, meaning that they could conceivably buy a stolen 
crypto account (as shown above) and use it to purchase compromised mobile phone 
accounts, leveraging the reputation of the legitimate cryptocurrency customer to hide 
their tracks during payment.
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Fig. 14: Compromised telecom accounts for less than $1

To further assure purchasers of the trust in accounts for sale, advertisements may also 
provide information on the account’s age and order history, assuring purchasers that a 
history of legitimate behavior can be used to mask suspicious requests.

In the following example, another dark web marketplace, Shellix, provides accounts for 
sale from various enterprises with information about associated credit cards, balance, gift 
cards and account aging, with accounts aged up to 12 years.

Fig. 15: Aged accounts and compromised accounts with credit card or gift card balance
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Fig. 16: Airline miles for sale dark web marketplaces

Accounts for sale are sometimes connected to a payment method, prepaid cards, airline 
miles and points for loyalty programs, as shown below.

Fraudulent loyalty points can be leveraged on partner sites for other airlines or exchanged 
for gift cards with partner retailers, making the liquidity of these assets attractive for 
modern-day criminals.

In the screenshot below, airline loyalty accounts, which fraudsters can use to book flights 
at a deeply discounted rate, can be purchased cheaply, along with information on how to 
evade detection if step-ups are triggered to challenge suspicious requests.

Fig. 17: Fraudulent airline miles for sale along with instructions for evading detection
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In addition, advertisements for accounts for sale may provide information on the methods 
used to obtain the information. This includes the use of real numbers, real IPs and real 
devices — deceiving the protections that detect ATO using device reputation checks, IP 
reputation checks and verified phone number reputation checks.

Fig. 18: Accounts for sale that were made with real devices and SIM numbers

Similar to legitimate stores on the open web, the risks associated with purchasing 
fraudulent products can also be reduced via verified reviews. Sellers on the dark web such 
as FlamurMart (shown below) often tout social proof of their products, with a 4.99 star 
average rating and links to reviews from verified purchasers.

Fig. 19: Reviews for sellers of stolen accounts
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This type of social proof is not unique to the marketplace in the above example, but 
common across platforms for selling stolen accounts. Reviews give fraudsters further 
assurance of service quality and warnings about associated scams — which a high-rated 
seller was quick to resolve.

Pricing
FraudGPT, WormGPT and other blackhat AI platforms sold on the dark web are typically 
provided on a subscription basis. However, subscription pricing tends to vary by the 
length of the license, AI model version, whether it is packaged with additional services, 
such as RDP (remote desktop protocol) and customization, as shown below.

Fig. 20: Pricing for WormGPT products sold on a dark web forum 

Black Hat AI Price Points

Service & Version Subscription Features Cost

V1 + V2 Lifetime
Installed on RDP

ADM panel
199.99 €

(~217.42 USD)

V3 1 month
109.99 €

(~119.58 USD)

V3 6 months
159.99 €

(~173.94 USD)

V3 12 months
Installed on RDP 
Credentials paid

189.99 €
(~206.55 USD)

Custom Lifetime
1,999.99 €

(~2174.34 USD)

Source code Lifetime
389.99 €

(~423.99 USD)
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Transmit Security researchers also found FraudGPT for sale using a similar subscription-
based model and advertising a wide range of features, along with access to its source code.

Fig. 21: A Telegram post advertising FraudGPT provides a list of some of its capabilities

Configs, accounts and other malicious information sold on the dark web display a similar 
variance in price, depending on the monetary potential, capabilities of the product sold, 
and other factors such as available funds or mileage points, in the case of travel accounts. 

Fig. 22: Differences in prices for accounts depending on available funds or points
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Fig. 23: Differences in OpenBullet config pricing based on assurance of quality and evasive features

Prices may increase depending on components that enable more convenience, less risk of 
detection or more monetary value. Below, you can also see vast differences in OpenBullet 
configs, ranging from $6-$400, with the high-end config including 1,000 proxies, 200-500 
CPM, captures and screenshots and even a warranty in the event that the vulnerability is 
patched within a certain timeframe.

User IDs and supporting materials
Although many enterprises have layered security protection that triggers step-ups to 
mitigate suspicious requests, fraudsters can also purchase supporting materials that can 
be used to pass these step-ups, allowing them to complete more risky requests, such as 
large transactions or maintain account access when anomalies are detected.
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Fig. 24: Leaked IDs and kits for making fraudulent IDs for sale

The kit for making fake IDs advertised above comes complete with materials that enable 
the creation of IDs with advanced security features capable of fooling many ID checks, 
using the victim’s data with the fraudster's own picture. This way they can pass liveness 
checks with their own selfie that matches the fake ID that has their photo on it.

And with deepfake tools, fraudsters can also generate synthetic faces to quickly create 
new IDs and scale account opening fraud. Tools like FraudGPT can also generate 
synthetic identity data, which combines stolen data belonging to a real person with fake 
information to create a new, fraudulent identity. By using some real identity data, they’re 
able to evade detection by legacy data validation methods.

For example, photo IDs, which can be used to pass identity proofing, can be purchased on 
the dark web, enabling fraudsters to pass step-ups triggered during suspicious requests. 
Below, you can see two examples of this. The first shows a leaked database of real IDs for 
sale, whereas the second shows an example of a kit for sale that facilitates the at-home 
creation of sophisticated fake IDs (which can, in turn, be sold on the dark web).

https://transmitsecurity.com/blog/how-synthetic-identities-circumvent-security-and-whats-needed-to-secure-onboarding
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Part III: How to mitigate these threats
The sale of consumer accounts on the dark web represents a special threat to large 
enterprises with traditional and/or siloed fraud solutions, which block or challenge 
requests based on static algorithms and narrow rule sets incapable of assessing the full 
context of risk and trust. Attackers can ascertain these rules with recon and evade them 
using config files — both of which can be found on the dark web. As GenAI evolves, these 
will only become more prevalent and easier for fraudsters to produce.

To help understand what is needed to protect against these attacks, our researchers 
conducted experiments by reverse-engineering attacks found on the dark web and 
examined their properties for indicators of suspicious activity, which we detail in this blog 
on preventing OpenBullet attacks.

Because these automation tools are used in combination with leaked username and 
password combos, phishing-resistant credentials such as passkeys are a first line of 
defense against the use of automation tools. And because automation tools are often used 
along with distributed IPs, detection services must be capable of determining if the proxies/
IPs have been used for malicious activities using data collected from customers and IP 
enrichment services.

However, this only helps to detect IPs that have been previously used for malicious 
purposes. To detect the use of custom config files and high-end IPs, AI-driven fraud 
detection services must be used to pinpoint anomalies in a wide range of request 
attributes for both user populations and individual users’ historical behavior — allowing 
teams to proactively, rather than reactively, spot new evasion tactics that are accelerated 
by the use of GenAI.

Risk and fraud orchestration can further improve the efficacy of fraud detection by 
allowing teams to harmonize risk scores from multiple solutions in order to determine 
the right tool — or combination of tools — to use in each moment of risk and adapt the 
response to suspicious behavior in real time.

As advances in AI continue to produce attacks of greater velocity, variety and volume, 
real-time analysis analysis can be complemented by offline batch analysis of large 
datasets to detect new fraud patterns and cluster alerts for large-scale parallel attacks, 
reducing the need for analysts to cross-correlate individual cases. This enables analysts 
to quickly make high-impact decisions to block fraud campaigns, providing faster and 
more accurate responses to threats while also protecting against the risks of corporate 
recon, custom configs and consumer accounts sold on the dark web.

https://transmitsecurity.com/blog/openbullet-2-0-automates-evasive-attacks-but-they-can-be-detected-heres-how
https://transmitsecurity.com/blog/openbullet-2-0-automates-evasive-attacks-but-they-can-be-detected-heres-how
https://transmitsecurity.com/blog/securing-the-user-lifecycle-for-passkeys-with-transmit-security
https://content.transmitsecurity.com/hubfs/Use-Cases/Use-Case-End-to-End-Fraud-Management.pdf
https://content.transmitsecurity.com/hubfs/Use-Cases/Use-Case-End-to-End-Fraud-Management.pdf
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Context-aware fraud prevention
As GenAI-fueled attacks grow more deceptive, there’s an urgent need for AI-driven fraud 
detection with context-aware intelligence — able to spot the most subtle anomalies and 
correlate that data with other risk and trust signals throughout the customer’s identity 
journey. Smarter protection is essential to accurately discern if it’s fraud or simply a 
change in the customer’s typical behavior.  

Detection, however, is only part of the defense. Mitigating fraud in real time requires 
the ability to unify risk signals into actionable recommendations that can be used to 
drive automated decisions on how to handle individual requests with identity-security 
mechanisms to challenge or block suspicious activity — immediately. 

In addition, AI-based solutions must be able to explain their decisions, enabling fraud teams 
to tune and customize detection as needed, investigate complex or interrelated cases and 
explain the reasoning for denying requests to both customers and regulatory bodies. 

Sealing the cracks
Having studied the dark web and rapidly evolving fraud patterns in the burgeoning era 
of GenAI, cybersecurity experts at Transmit Security recommend that organizations take 
these 7 steps to prevent today’s sophisticated fraud:

1. Consolidate fraud prevention, identity verification and customer identity management, 
including phishing-resistant authentication and API security. A single, unified solution 
can remove data silos, security gaps and complexity that hinder the ability to detect 
and stop today’s rapidly evolving fraud with accuracy and speed.

2. Leverage multi-method fraud detection that can analyze hundreds of signals in real time 
to stop or challenge risk while removing friction for trusted customers. In order to pick 
up on the most deceptive scams that use obfuscation tactics, this solution must include 
behavioral biometrics, device fingerprinting, bot and anomaly detection.

3. Orchestrate customer journeys and seamlessly integrate the identity stack, further 
removing data silos and blind spots. For organizations that need both power and ease, 
look for a mature, proven orchestration engine that includes a drag-and-drop journey 
creator, so that anyone, not just developers, can build, test and deploy user journeys 
that adapt to risk and trust in real time.

4. Ensure resilience and scale with enterprise-class architecture that’s able to support 
millions of customers. A solution with an active-active multi-cloud global presence is 
preferred as it runs simultaneously in multiple CSPs (cloud service providers) to meet 
the business continuity demands of the world’s most popular brands.

5. Pre-empt attacks with built-in AI-powered security that offers embedded anomaly 
detection, mobile app and API security, anti-tampering measures and trend analyses 
plus static application security testing (SAST) to fix vulnerabilities before launch.
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6. Automate workflows to streamline case management, time-intensive and cross-
functional tasks to expedite risk response and resolution. Today’s most advanced 
solutions improve data analytics with GenAI and automatically create new rules based 
on case conclusions, labeling, threat intelligence and machine learning.

7. Deploy best-of-breed services to solve difficult fraud challenges while minimizing 
complexity and costs — without having to compromise. When doing so, choose a 
single vendor that allows you to grow into your solution with modular services and a 
consumption-based pricing model, ensuring you only pay for the services you use.

The bottom line: AI and ML-based fraud and identity security with broad detection 
capabilities offer the only proactive means of defense against the increasing velocity, 
variety and volume of today’s GenAI-fueled attacks.

Backed by the Transmit Security Research Lab
This report is the result of continuous work at the Transmit Security Research Lab, where 
a team of security experts scour the dark web, social media, closed forums and open-
source websites to analyze new attack methods. They apply their findings as they first 
emerge, updating AI and ML algorithms to catch new evasive tactics, giving the world’s 
most security-focused enterprises protection that evolves as quickly as today’s threats.

Let us help you prevent fraud in today's rapidly-evolving threat landscape. 
Request a meeting and explore the Transmit Security Platform.

https://transmitsecurity.com/blog/revolutionizing-customer-identity-security-with-generative-ai
https://content.transmitsecurity.com/book-a-meeting
https://transmitsecurity.com/platform
https://transmitsecurity.com/platform
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